Homework of Week 2

Deadline: 9:00am, November 3 (Sunday), 2019

1. Prove the following extensions of the Chernoff bound. Let X = > " | X;, where the
X;’s are independent Poisson trials. Let u = E[X]. Choose any py and pupg such that
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pr < < pg. Then, for any 6 > 0, Pr(X > (1 +9)pn) < (W) :
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Similarly, for any 0 < d < 1, Pr(X < (1 —90)ur) < ((1_;)7(61750 L

2. Let Xi,...X,, be independent Poisson trials such that Pr(X; = 1) = p; and let ay, ...a,, be
real numbers in [0,1]. Let X = > "' | a;X; and g = E[X]. Then the following Chernoff

)

I
bound holds: for any § > 0, Pr(X > (14+d)u) < ((HSW) . Also prove a similar bound

for the probability Pr(X < (1 —d)u) for any 0 < § < 1.

3. A function f is said to be convex if it holds that f(Azx; 4+ (1—X)z2) < Af(x1)+(1—X) f(z2)
for any x1,79 and 0 < A < 1.

e Let Z be a random variable that takes on a finite set of values in [0,1], and let
p = E[Z]. Define the Bernoulli random variable X by Pr(X = 1) = p and Pr(X =
0) =1 — p. Show that E[f(Z)] < E[f(X)] for any convex function f. (Hint: induce
on the number of values that Z takes on, and apply the convexity.)

e Use the fact that f(z) = €!® is convex for any fixed ¢ > 0 to obtain a Chernoff-like
bound for Z.

4. Do Bernoulli experiment for 20 trials, using a new 1-Yuan coin. Record the result in a
string s1598;520, where s; is 1 if the ith trial gets Head, and otherwise is 0.



